
Context doesn’t matter: The male bias of generic masculines in German  

remains stable across different context windows  

 

During the last decades, evidence for a male bias in generically used masculines in German 

has been brought forward by numerous studies applying a multitude of methodological 

approaches (e.g. from Braun et al., 1998 to Glim et al., 2024). That is, generically intended 

masculines are understood not as gender-neutral but as mainly associated with male individuals. 

Only recently, computational studies entered this field of research (Schmitz et al., 2023), and 

only one computational study has considered that context may play a role in disambiguating 

generic from specific masculines (Schmitz, 2024). We aim at improving this approach with an 

LLM-based solution.  

The goal of the present study was to investigate whether different amounts of context do 

indeed make a difference in disambiguating generic masculines. As data we used a corpus of 

German press texts, already annotated with a pre-selected set of personal nouns; specific 

masculines; generic masculines; or specific feminines (Müller-Spitzer et al., 2024). Targets 

were fed into the pre-trained LLM ‘bert-base-german-cased’ (Devlin et al., 2018) with differing 

amounts of preceding and following context: 5 and 10 words before and after the target; the 

entire sentence; and the sentence plus the sentence before and after. 

To explore how semantically similar the targets were, we used beta regression to model the 

cosine similarity between their context-dependent semantic embeddings. Our results indicate 

that independent of context window, the generic and specific masculine are significantly more 

semantically similar than the generic masculine and the specific feminine. 

Overall, our findings demonstrate that context does not matter when it comes to the male 

bias of generic masculine forms. The generic masculine remains semantically more similar to 

the specific masculine than to the specific feminine. We conclude that the male bias in generic 

masculine forms is retained even when potentially disambiguating context is taken into account. 
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