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Generic masculines in German have long been thought of as gender-neutral. Take, for example, 

the grammatically masculine role noun Chemiker ‘chemist’, which can be used to refer to either 

a male chemist or, in its generic usage, to a chemist of any gender. However, despite their 

intendedly gender-neutral usage, mostly psycholinguistic research of the last decades has 

repeatedly shown that the comprehension of generic masculines apparently is not gender-

neutral but biased towards a masculine reading (e.g. Gygax et al., 2008; Schunack & Binanzer, 

2022). Recently, Schmitz (2023) and Schmitz et al. (2023) came to similar conclusions using 

novel computational instead of psycholinguistic approaches. However, their approaches have 

two major issues. The aim of the present paper is to introduce an alternative approach, 

circumventing these issues. 

The first issue is that the method used for the computation of semantic vectors by Schmitz 

(2023) and Schmitz et al. (2023), naive discriminative learning (Baayen et al., 2011), leads to 

a strong association of the semantics of ‘generic’ and the grammatical masculine. Thus, finding 

a strong semantic connection between ‘generic’ and masculine forms is little surprising. 

The second issue is related to the computation of a ‘generic’ and a ‘specific’ vector as done 

by Schmitz (2023) and Schmitz et al. (2023). Their computations put genericity on a level with 

inflectional functions such as number or grammatical gender. Inflectional functions, however, 

show exponents in their realisation, e.g. different plural suffixes. Genericity, on the contrary, 

does not. Hence, the question arises whether treating genericity as inflection feature is feasible. 

To address these issues, the present paper makes use of so-called instance vectors (Lapesa 

et al., 2018). Instance vectors are vector representations for individual instances of words rather 

than of lemmas. For their computation, a window of n context words around a given target 

word is considered. The pertinent instance vector is the average of these n context words. Using 

instance vectors for the present investigation, no genericity vectors are computed and, thus, 

genericity is not treated as inflectional function. 

Instance vectors were computed for 3,020 target word attestations. 75 target words and their 

corpus attestations were adopted from Schmitz (2023); new attestations were sampled from the 

Leipzig Corpora Collection’s news sub-corpus (Goldhahn et al., 2012) where too few (i.e. 

fewer than 10) attestations were contained in the corpus by Schmitz (2023). Instance vectors 

were computed with n = 2, n = 5, and n = 8 to see whether the amount of context included made 

a semantic difference. Finally, the resulting semantic vectors were compared using cosine 

similarity, a measure regularly used to compare vector similarity. Cosine similarities were 

computed within a target word for the following comparisons: generic masculine vs. specific 

masculine; generic masculine vs. specific feminine; specific masculine vs. specific feminine. 

Introducing beta regression in generalised additive mixed models using the mgcv package 

(Wood, 2017) in R (R Core Team, 2021), it was tested whether cosine similarity was 

significantly different for the three comparisons. Number, stereotypicality, word-form 

frequency, and overall frequency were included as control variables. 

Across all window sizes, it was found that the generic masculine was semantically more 

similar to the specific masculine than to the specific feminine. Indeed, the highest degree of 

similarity was found for the two masculine forms, the generic and the specific masculine. 

Depending on window size, the least similar forms are either the generic masculine and the 

specific feminine (n=2, n=5) or the specific masculine and the specific feminine (n=8). 



The results of the present study are in line not only with a large body of previous 

psycholinguistic research on the nature of the generic masculine in German, but also support 

the findings by Schmitz (2023) and Schmitz et al. (2023), regardless of their aforementioned 

issues. The implications of the present study are twofold. First, the masculine bias in generic 

masculines in German is stable across a variety of methods. Second, computational methods 

appear to be a meaningful complement to psycholinguistic approaches in research on genericity. 
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