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increased attention

• In English linguistics, this attention overwhelmingly manifests in form of 

sociolinguistic and syntactic research (e.g. Conrod, 2020; Han & Moulton, 2022; Konnelly et al., 

2020)

• What is missing, however, is 

• a semantic account of not only third-person pronouns, 

• but pronouns in general

• The present pilot study offers a first account of pronoun semantics by 

example of he, she, and plural and singular they
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RQ1 – Methodological Question

Can distributional semantics meaningfully capture pronoun semantics?

→ YES

RQ2 – Theoretical Question

How is singular they semantically related to other third-person pronouns?

→ YES
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• 17,805 word form tokens

• 1,000 sentences

• 30 + attestations of each target pronoun

  he, she, and plural and singular they

• Pronoun attestations were manually checked for number and genericity

• Automatically analysed and annotated for inflection using the 

RNNTagger software (Schmid, 1999)
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Semantic vectors

• Distributional Hypothesis (e.g. Harris, 1954)

difference in meaning ↔ difference in distribution

• Difference in meaning is measured via semantic vectors

• There are different algorithms to arrive at a word’s semantic vector, two 

of them are

• NDL: Naive Discriminative Learning (Baayen et al., 2011)

• Instance vectors (Lapesa et al., 2018)
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• Taking the whole corpus, semantic vectors for bases and inflectional 

functions were computed using NDL

• NDL follows the Rescorla-Wagner rules (Rescorla & Wagner, 1972; Wagner & 

Rescorla, 1972)

• Most importantly, these rules state that

• Outcomes are predicted by cues 

• The associative strength between an outcome and a cue is represented by a 

single number

• Each sentence was used to predict each individual outcome within the 

sentence by the other bases/function words/inflectional functions in that 

sentence
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Naive Discriminative Learning

• However: 1 vector per base/function word/inflectional function

= 1 vector per pronoun

• Potentially very different semantics of pronoun attestations are conflated 

into one vector representation

• This is an issue! 

→ Pronouns are assumed to inherit the semantics of their referents

Semantic vectors
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Instance vectors

• For the present study

• 𝑛 = 5

• Preceding and following units: vectors for bases/function words/inflectional 

functions

• Preceding and following semantic vectors: via NDL
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Semantic measures

• From the comprehension mapping, semantic measures can be derived
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Research questions

RQ1 – Methodological Question

Can distributional semantics meaningfully capture pronoun semantics?

→ YES

RQ2 – Theoretical Question

How is singular they semantically related to other third-person pronouns?

→ well…

Discussion

21/07/2023 Linguistic Intersections of Language and Gender 36



Semantic measures

Discussion

21/07/2023 Linguistic Intersections of Language and Gender 37



Semantic measures

• Semantic measures 

• derived from an LDL implementation 

• making use of NDL and instance vectors 

Discussion

21/07/2023 Linguistic Intersections of Language and Gender 37



Semantic measures

• Semantic measures 

• derived from an LDL implementation 

• making use of NDL and instance vectors 

capture the relation of third-person pronouns

Discussion

21/07/2023 Linguistic Intersections of Language and Gender 37



Semantic measures

• Semantic measures 

• derived from an LDL implementation 

• making use of NDL and instance vectors 

capture the relation of third-person pronouns

• SEMANTIC ACTIVATION DIVERSITY

• singular they in-between he, she and plural they

= situated between its singular competitors and its plural homophone

Discussion

21/07/2023 Linguistic Intersections of Language and Gender 37



Semantic measures

• Semantic measures 

• derived from an LDL implementation 

• making use of NDL and instance vectors 

capture the relation of third-person pronouns

• SEMANTIC ACTIVATION DIVERSITY

• singular they in-between he, she and plural they

= situated between its singular competitors and its plural homophone

• SEMANTIC NEIGHBOURHOOD DENSITY

• singular they has highest neighbourhood density

= potential effect of belonging to two “worlds” – singular and plural pronouns

Discussion

21/07/2023 Linguistic Intersections of Language and Gender 37



Conclusion

21/07/2023 Linguistic Intersections of Language and Gender 38



Conclusion

• Singular they semantics are situated somewhere between other third-

person singular pronouns and plural they

21/07/2023 Linguistic Intersections of Language and Gender 38



Conclusion

• Singular they semantics are situated somewhere between other third-

person singular pronouns and plural they

• This hints at previous research stating that singular they – a singular 

pronoun – retains parts of the plurality of plural they (Sanford & Filik, 2007)

21/07/2023 Linguistic Intersections of Language and Gender 38



Conclusion

• Singular they semantics are situated somewhere between other third-

person singular pronouns and plural they

• This hints at previous research stating that singular they – a singular 

pronoun – retains parts of the plurality of plural they (Sanford & Filik, 2007)
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singular they is most frequently confused with he, she, and plural they

• regarding SEMANTIC NEIGHBOURHOOD DENSITY, 

singular they is most frequently confused with anybody, anyone, and plural they
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