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In recent years, the use of appropriate third person pronouns has gained increased attention. 

In English linguistics, this attention overwhelmingly manifests in form of sociolinguistic and 

syntactic research, which, e.g., investigates the different types of singular they (e.g. Conrod, 

2022; Han & Moulton, 2022; Konnelly et al., 2020). What is missing, however, is a semantic 

account of not only third person pronouns, but pronouns in general. The present paper offers a 

first account of pronoun semantics by example of he, she, and plural and singular they. 

While they is a third person plural pronoun in its prototypical usage, it has been attested as 

third person singular pronoun at least since the 15th century (Conrod, 2020). In contemporary 

English, one can differentiate at least four types of singular they: generic indefinite and definite, 

and specific definite ungendered and gendered. As the latter two types are rather infrequent, the 

present paper focuses on generic they. 

To gain insight into the semantics of he, she, plural and generic they, first a corpus of 

English was created. The corpus consisted of 1000 sentences sampled from COCA (Davies, 

2008-), with 100 sentences per pronoun and 700 further sentences. Second, using naive 

discriminative learning (Baayen et al., 2011), semantic vectors were computed based on the 

corpus. Semantic vectors capture the semantics of words (Boleda, 2020), but, to the author’s 

knowledge, have not been used for the semantic analysis of pronouns before. As each word 

form’s semantics are represented by a single vector, this leaves us with three vectors for the 

four pronouns under investigation. As an exhaustive analysis is barely feasible with three 

vectors, in a third step so-called instance vectors (Lapesa et al., 2018) were computed. To 

compute instance vectors, for each pronoun attestation the ten preceding and following words’ 

semantic vectors were averaged. Based on the instance vectors, the other words’ vectors and 

the orthographical forms of all words contained in the corpus, a linear discriminative learning 

network (LDL; Baayen et al., 2019) was implemented in a fourth step. LDL networks map 

forms onto meaning and vice versa to allow insight into the interrelations of forms and 

meanings in the mental lexicon. Based on these interrelations, in the fifth and final step, two 

semantic measures were computed: comprehension quality and semantic activation diversity. 

The former mirrors how well a word’s semantics are comprehended by the network, the latter 

represents the degree of coactivation by a given word. 

Comparing the measures of all four suffixes, it is found that generic they is comprehend 

significantly better than plural they. At the same time, generic they coactivates entries in the 

lexicon to the same degree as plural they does. When compared to he and she via cosine 

similarities, generic they shows high similarities. However, generic they is more similar to 

plural they than he and she are. Overall, generic they appears to be a singular pronoun with 

remnants of plurality. 

The present findings demonstrate two equally important points. First, distributional 

semantics can be used for the analysis of pronoun semantics. Second, generic they seems to be 

a fit third person singular pronoun. However, further research is required to investigate in how 

far its nature is truly is generic. 
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